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Evaluation : general principles

• A well posed  problem or “task”:
– A corpus,
– A “ground truth”,
– A metric,
– A protocol.

• Annotation / assessment.
• Periodical workshops.
• Organizers and participants.
• Collaborative work.
• Results and presentation of methods.
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Tasks : classification or search
• Classification:

– Split a set into positives and negatives,
– Predefined classes to recognize,
– Classical learning from examples,

• Search:
– Find documents relevant for a query,
– No predefines classes,
– The query may be seen as an example (or a set  of 

examples),
– Higher level learning (the system learns its optimal 

parameters from development collections).
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Metrics: precision and recall
From relevant and non relevant sets
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Precision = Retrieved and Relevant
Retrieved

Recall = 
Retrieved and Relevant 

Relevant
Corrects 
Relevant

=

Corrects 
Retrieved

=

F-measure = 2 x Corrects 
Retrieved + Relevant

Error rate False positives + False negatives 
Relevant

=

Metrics: precision and recall
From relevant and non relevant sets
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Metrics: Recall × Precision curves
From ranked lists

• Results ranked from most probable to least probable: 
more informative that just “relevant / non relevant”.

• For each k: set Retk of the k first retrieved items
• Fixed set Rel of the relevant items
• For each k: Recall(Retk, Rel), Precision(Retk, Rel)
• Curve joining the (Recall, Precision) points with k

varying from 1 to N = total number of documents.
• Interpolation: Precision = f(Recall) → Continuous curve

• “Standard” program: trec_eval
(ranked lists, relevant sets) → RP curve, MAP, ...
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• Mean Average Precision (MAP): area under the 
Recall × Precision curve (trec_eval)

Metrics: Recall × Precision curves
From ranked lists
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Global measures

F-measure = 2 x Corrects 
Retrieved + relevant

MAP: Mean Average Precision 

P@10: precision on the10 first documents 

P@100: precision on the100 first documents

Error rate False positives + False negatives 
Relevant

=
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Pooling
• Practical impossibility to judge all documents for all 

queries,
• A posteriori judgment on a small part of the corpus 

only,
• Fusion of the  N first elements of the list from the set 

of tested systems (N = from 100 to 1000 typically),
• Judgment of these elements only,
• Documents not judged are considered as non 

relevant,
• The computation is done as if everything was 

judged.
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Pooling
• Bias : relevant documents are ignored:

– Recall is (generally) over-estimated,
– Precision is (generally) under-estimated.

• Bias is small if:
– There are enough queries,
– There are enough systems,
– Pooling is deep enough.

• Similar effect for the whole set of systems
– Comparison between systems are significant,
– The ranking between systems is stable.
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NIST / DARPA / … evaluations

• Speech recognition,
• Face recognition,
• Character recognition,
• Information retrieval: TREC,
• Video retrieval: TRECVID: “a track / workshop 

designed to investigate content-based retrieval 
of digital video” http://www-
nlpir.nist.gov/projects/trecvid

• …
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TRECVID : tasks and participants
Year 2001 2002 2003 2004 2005 2006 2007 2008

Nb. Of hours of video 11 73 120 200* 180 340* 100 200*

Participants, total 12 17 24 33 41 54 54

Shot segmentation 9 8 14 17 21 25 15 -

Story segmentation - - 8 8 - - - -

Camera motion - - - - 13 - - -

Concept detection - 9 10 12 22 31 32 43

Search 8 10 11 16 20 26 24 28

Exploration/summary of rushes - - - - 6 12 22 31

Copy detection - - - - - - - 22

Event detection - - - - - - - 18
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TRECVID : corpus

• MPEG-1/4 format videos,
• Online videos from Open Video and Internet 

Archive,
• TV news (ABC et CNN) obtained via le 

Linguistic Data Consortium, …
• Split into development and test collections,
• Distributed with associated data (speech 

transcription, shot segmentation, key frames, 
…).
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TRECVID : Collaborative Annotation (2003) 
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Evaluation : conclusion (1)

• Very fruitful programme,
• Comparison of methods,
• Measure of progress over years,
• Orientation and acceleration of research in the field,
• Federation of the work of many research teams,
• Exchange of components or annotation or indexing 

elements,
• Evaluation: before, not after.
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Evaluation : conclusion (2)
• Some limitations to know:

–Large investment,
–Artificial and sometimes unrealistic tasks,
–Sometimes constraining orientations,
–Over-fitting of systems: not realistic, biased 

comparisons, waste of time,
–Results to take with care: over-fitting, 

insufficient statistics, data specificity, bugs, …
• Globally very positive approach.
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